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R / CHAPTER 7
"/ Vector Spaces and Subspaces

'f'he definition of a vector space involves an arbitrary field (see Section 6.9) whose elements are called
scalars. “We adopt the following notauon (unless otherwise slaled or implied):

. K the field of scalars

“a, b, c,or k the elements of K
V  the given veclor space

w,v,w the elements of V

Nothing essential is lost if the reader assumes that K is the real field R or the complex field C.

7.1 VECTOR SPACES
|

Define a vector space.

I Let K be a given field and let V be a nonempty set with rules of addition and s@lar multiplication which

_ assignstoany w,vEV_asum U+uEl{ and1oany w€V, k€EK aproduct ku€V. ThenVjs

called a vecior space over K (and the elements of V are called vectors) il the following axioms hold:
ce over B lanC U

[A,): For any vectors ‘u,v,wEV, (utv)+w=u+(v+w).

[A,): There is a veclor in V, denoted by 0 and called the zere vector, for which u+0=u for
any vector u&V.

1A,] For each vector .wEV there is 2 vector in V, denoted by —u. for which u+(-u)=0.

|A,): For any vectors u,bEV, utv=v+u.

IM,]: For any scalar . k€K and any veclors u,v €V, k(u+v)=ku+ kv.

[M,J: For any scalars a,b€ K and any vector. u€ V. (a+ b)u=au+ bu.

{M,}: For any scalars a.bEK and any vector u €V, (ab)u=a(bu).

[M,): For the unit scalar 1€ K, lu=u forany vector u€V. .

Show that in a vector space V. (4} Any sum of vectors of the form . v, + v, +---+uv, requires no

_parentheses and does not depend upon the order of the summands. (b) The zero vector 0 is unique. (c)

The negative —u of a vector u is unique. (4} The cancellation law holds, that is, for any vectors
wuv.wEV,utw=v+w implies n=uv, i

I The first four axioms of a vector space 4 mdtmle that V is a commutative group under addmon The

-above properties follow from this fact.

How is subtraction defined in a vector space V?

{ - Subtraction is defined by u-v=u+(-v).

In the statement of axiom [M.). (a+bYu= au+ bu, which operation does each plus sign represent? .

I The + in (u+b)u denotes the addition of the two scalars @ and b; hence it repr&nls the addition
operation in the ficld K. On the other hand, the + in auw + bu denoles the -addition of the two veclors
au and bu: hence it represents the operation of vector addition. Thus each + represents a dilferent

operation.
In the statement of axiom |M,}, (abyu = a(bi}. which operation does each product represent?

I in (ub)u the product ab of the scalars u and b denotes multiplication in the field K. whereas the product
of the scalar ab and the vector u denotes scalar multiplication.

In a(bi) the product bu of the scalar b and the vector «.denotes scalar multiplication; also. the product of )

the scalar a and the vector bir denotes scalar multiplication. -
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7.6 Let V=K", where K is an arbitaary field. Show how V is made into a vector space over K.

I Vector addition and scalar multplication is defined by (a,,a,...,a,Y+ (b, by ..., b,)=(a, +b,,
a,+by,...,a,+b) and Ka,,a,,...,a,)=(ka, ka,,... ka ) where a, b kEK. The zero
vector in V is the n-tuple of zeros, 0=(0,;0;:.. .0). The proof that V= K" is a vector space is
identical to the proafs in Section 1.3 for R,

£ 7.7 Let K =2, l.he integers modulo 3. How many elements are there in the vector space. V=K"2 .
o I There are three choices, 8, I or 2, for each-of the four components of a vector in V. Hence V has-
Yo 3-3-3-353'=81

i ; 7.8 Let V be the set of all m X n matrices with entries from an arbitrary field K. Show how V is made into

a vector space.

I~ Vv is a vector space over K with respect 10 the operations of matrix addition and scalar multiplication.
The proof of this fact is identical to the proof of Theorem 2.3 on m X n matrices over R.

-

7.9 Let V be the set of all pnlynomiai;' a,tart azl2 b at ‘with coefficients a, from a field K. Show

how V' is made into a vector space.

I Vs a vector space over k with respocl 10 the, usnal operations of addition of polynomials and
multiplication by a constant.

Show that V=R’ is not a vector space over R with-respect to the following operations of vector addition _
and scalar multiplication: _(a, b)+(c,d)=(a+c,b+d) and k(a,b)= (ka, b). Show that one of the
axioms of a vector space does not hold. S

I Let r=1, $=2 v=(3,4) Then

s
",

(r+35Ww=3(3,4) = (9,4) ' : -
v+ so=1(3,4)+ 23,4) = (3,4) + (6.4) = (%9)

S "m.s:-.w;f:.’.,\

Smce (r+spp#ru+sv, axiom [M,] does not hald.

. Show that ¥=R® is not a vector space over R with respect to the opétations %a b)Y+ (¢, d)= (n b) _

and k{a, b)= (ka, kb). Show that one of the axioms of a vecior space does nof

‘s

o i i
o9 0

I Let v=(1,2), w=(3,4). Then

viw=(L3)+(3,4)=(1,2)
wto=(3,4)+ (1,2)=(3.4)

D

Since y+ w#w+v, axiom [A,} does not hold,

732 Show that ¥=R® isnota vmor-space over R with respect to the operations: (a, b} + (c, d) =
(a+c, b+ d) and k(a, b)= (K’a, k’b).__Show that one of the axioms of a vector space does not hold.
I Let r=1, s=2, v=3.4). Then

(r+sp= 3(3 4)=(27,36)
7o+ s0= 13,43+ 2(3,47 = (3,4)+ (12,16) = (15,20)
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Thus (r+s)v # rv + sv, and so axiom {M,} does not hold.

{ . 713 Suppose £ is.a field which ins a subfield K. Show how E may be viewed as a vector space over K.

I Let the usnal addition in E be the vector addition and let the scalar product kv of k€ K and v€EE
be the product of k and v as elements of the field E. Then E is a vector space over K.

" Isthe real field R a vector ::pace:- (2) Qver Q7 (b} Gver2? {cy Over C? -
P (a} Yes, since Q is 2 subSeld of R.
"R .

(c) Mo, since C is not a subfield of

¢ o

(b} No, since Z is not a ficld.




. ‘(m VLW IUI OF MWV MUY OUDPDO Nvilo o LR )
N .
QA field C a vector space: (a) Over R? (b) Over Q7 M_@) Over C?

J (a) Yes, since Risa subﬁeld of C. (b) Yes, smce Qisa subfeid of C. (¢) No, since Z is not a field.
. (d) Yes. every field is a vector space over ilsclf,

[ No. ={0,1,2,3,4) is not a subfield of Z,={0,1,2,... .6} since ihe oberations are different,
w: 2+3#0 inZ, Hence Z,is not a vector space aver Z.
e r———E - .

Theorem 7.1: Let V be a vector space over a field K. .
(i) For any scalar k€K and 0€V, k0= 0
(i) For 0EK andanyvector u€V, Ou=
Gis) If ku=0, where kEK and u€y, then k=0 or u=0.
(ivy Forany k€K andany u€V, (—k)u=k(~u)=-ku.

Pfove (i) of Theotem 7.1: k0=0.

§ By axiom [A,] with =0, wehave 0+0=0. Hence by axiom [M,}, k0= k(0 +0)= k0 + k0.
Adding — kO to both sides gives the desired result. =

Prove (ii) of Theorem 7.1: Ou=0.

I Bya propcrly of K, 0+0= 0. Hence by axiom [M, ] Ou=(0+0)u=0u+0u. Adding—0u to both
sides yields the required n:sull : -

Prove (iii) of Theorem 7.1: If ku=0, then k=0 or u=0.

- F Suppose ku=0 and: k0. Then there exists a scalar k~" such that k 'k =1; hence
cu=lu=(k" "Kyu=k" (ku) k~'0=0. .

Prove (iv) of Theorem 7.1 (Lk)u = k{—u)=—ku. o

I Using u+(—u)=0, we obtain 0=k0=k(u+(—u))= ku + k(~u).  Adding —Ju 10 both sides
gives —ku = k(—u). . -

Using k+(-k)=0, we obtain 0=0u= (k + (—k))u = ku +( k)u Adding —ku to both sides yields .

—ku=(~Kku. Thus (—k)u=k(~n)=—ku.

Show that for any scalar k and any véctors u and v, kfu - v)= ku — kv.

. I Use the definition of subtraction, n—v=rn+ (=v), and the result k(-v)=—kv 10 obtain
k(u— v)= k(u + (-v)) = ku + k(—v)= ku +{—kv) = ku - kv.

Theorem 7.2: Let K be an arbitrary feld and let X be any nonempty set.  Let V be the set of all functions ’

from X into K. The sum of any two functions f LEV is the function f+g€V
defined by

(f+ex)=flx)+g(x) VrxeX

[The symbol V means “for every.”] Then V is a vector space over K. that is. 'V satisfies the
eight axioms of a vector space. [V is nonempty since X is nonempty.]

Prove V in Theorem 7.2 satisfies axiom [A,].

I Let f.g.h€V. Toshowthat (f+g)+h=f+(g+h), ilisnecessary to show that the lunction
(f+gy+h and the function f+(g+h) both assign the same value to each x€X. Now,

((f+g)+ AU =(F + glx)+ h(x}= (f(x)} + g(x))+ h(x) VxEX
(f +{g+ MMx)=fy+(g+ W)= flx)+ (glx) + h(x)y VYxEX

But f(x). g(x). and A(x) are.scalars in the field X where addition of scalars is associative: hence (f(¥)+
g(x)J + h(x)= f(x)+ (g{x) + htx)). Accordingly. (f+g}+ h=f+(g+h).
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Prove V in Theorem 7.2 satisfies axiom [A,}.

I Let O denote the zero function: 0(x)=0, Vx€X. Then for any function fEV,
([ + 00 = i)+ U= +0=fx)  VeeX
Thus [+ u-g—f,i‘ and 0 is the zero vector in V. |
Prove V in Theorem 7.2 satisfies axiom [ A,). o
I For any function fEV, let —f be the function defined by (~f)(x)=f(x). Then,
(f+ ()= ) + (NN = fix) - fx)=0=0(x)  VxeX
 Hence [+(=f)=0.
Prove V in Theorem 7.2 satisfies axiom [A,}.
I Let f,g€EV. Then '
(/+ 900 = 1)+ 50 =0+ )= (g + 1)) Ve X

Hence f+g=g+f [Notethat f(x)+g(x)= g(x)+?(x) foltows from the fact that f(x} and glx) are
scalars in the field K where addition is commutative:]

Prove Vin Theorem 7.2 satisfies axiom [M,}).

I Let f,g€EV and kEK. Then

(k(f + gy = k(f + g)x)) = K(flx) + g(x)y = Kf(x) + kg(x)
=(k)x) + (kg)(xy=(Kf + kg)x) ~ VXEX -

Hencc k(f +gy=kf + kg. [Note lhat k( f(x)+ g(x)) = kf(x) + kg(x) follows from lhe fact that k, f(x),

'md g(x¥ are scalars in the ﬁcld K where mul!lplmuon is distributive over addition. ]

Prove V in Theorem 7.2 sahsﬁm axiom |M,).-

1 Let fEV and a,bEK. Then

((a + b)f )x)= (a + b)f(x)= af(x} + bf(x) (af )(x) + bf(x)
= (af + bf){t) Ve X

Hence (a+b)f=af + bf.
P_rg)'ve V in Theorem 7.2 satisfies axiom [M,}. -
I Let fEV and a,bEK. Then, .-
(GBI} = (b)) = albfl=) = a(bf ) = (albfYx}  VxEX
Hence (ab)f = a(bf). '
Prove V in Theorem 7.2 satisfies axiom |{M,}
I Let fEV. Then, for the unit 1EK. [If)(.n:')= 1f(x}=f{x}, Vx€EX. Hence 1f=f.
Let ¥ be the set of infinite sequences (a,, 8.. . - .) with entries from a field K. Show how V is made into a
vector space. .
I ‘Vecior addition in V and scalar muhiplication on V is.defined by

(a0, --)+ib b, . Y=(0,+ b, 0, % b,....}
ST kg )= (ke )

where a,.h k€ K. The preof that V is 2 vector space is simifar o the proofs in Section 1.3 for R".
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What is the zero vector 0 and the nggative _ot' avector u=(a, a;,...) inthe vector space V of Problem
7.30?

I 0=(0,0..".)), the sequences of 05, and —u=(-q,.a,,...), the sequence of negitives of the entriés
. ‘ ~— i

Let 'V be the set of ordered pairs (a, b) of real numbers with addition in V and scalar mu}uphcauon onV
defined by (a,b) +(c,d)=(a+c,b+d) and k(a,b)=(ka, 0) Which of the eight axioms of a vector
space are satisfied by V'? -_—

IV sutisfies all of the axioms of d vector space except [M,]: lu=u.

Show that axiom [M,] is not a consequence of the other axioms of a vector space.

I Since the algebraic structure V in Problem 7.32 satishies all the axioms except |M ]. one cannot derive
[M,] from the other axioms.

Suppose E is a field containing a subfield K. Show how the set V=E" may be viewed as a vector space
over K.

I Define vector addition and scalar multiplication in V as follows:

(@, 05 ...,a)+ (b, by ....b)=(a,+b,a,+b,,... a4, +b,)
k(a,,a,,....a,)=(ka,, ka,,..  ka,)

- where a,b,€EE and k€ K. Then V is a vector spacc over K. [This vector space is different than the

vector space E" viewed as a vector space over E.] T o

Can C* (pairs of complex numberé) be defined as a vector space: (a). Over R? (b) Ove-r Q? (o) Oﬁer c?
(d) Over 27 .

1 By Problem 7.34: (a) yes, (b) yes, {¢) yes. (d) Since Z is not a field, no.

Can R be defined as a vector space: (a) Over Q? (b) Over R? (c) Over C?
I By Problem 7.34: (a) yes. (b) yes. (¢) Since C is not a subfield of R, no.
How are *'dot product.” length, and orthogonality defined in an abstract vecior space V7

I The dot product. and related notions of length and osthogonality, are not considered as part of the
fundamental vector space structure, but as an additional siructure wh:ch may ‘or may not be introduced.
Such spaces shall be investigated in Chapters 14 and 20.

1.2 SUBSPACES OF VECTOR SPACES

'7.38

1.3

Define a subspace of a vector space.

§ Let W be a subset of a vector space over a field X. W is called a subspafe of Vil Wis itsei a vector:
space over K with respect 1o the operations of vector addition and scalar multiplication V.

Theorem 7.3: W is a subspace of V if and only if
()) Wis nonempty {o5: 0€ W).
(si) W is closed under vector addition. v,wE€W impliecs v+weW. :
(i) W is closed under scalar multiplication: vE W implies kv EW for every kEK.

Prove Theorem 7.3.

§ Suppose W satisfies (3). (ii). and (iii). By (i). W is nonempty; and by (ii) and (iii}, the operations of
vector addition and scalar multiplication ave well-defined for W. Moreover, the axioms | A ]. [A4.]. {M,].
(M.]. [M.]. and {34,} hold in W since the vectors in W belong 1o V. Hence we need only show that [A.]}
and [A,] also hold in W. By (i). Wis nonempty. say u#€W. Then by (iii). Ou=0EW ond v+
O=v Jorevery vEW. Hence Wsatisfies {A;] Lastly.if vEW then (~Hwv=-vEW and vt
(-v)=0:" hence W’ q'lllsﬁcs IA ;). Thus W is a subspace 0[ V.
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Conversely, if W is a subspace of V then cli:arly (3), (3}, and (iii) hgld.

Corollary 7.4: W is 4 subspace of V if and only if (i} OEW (or W #Q)} and (it) v, wEW implies
au+waW for every a,b€EK.

Prove Corollary 7.4. o

I Suppose W satisfies (i) and (ii). Then, by (i), W is nonempty. Furtherrnore if. v, w€W then, by
(i), v+w=lv+iw€W, andif vEW and. kEK then, by (ii}, kv=rkv+00EW. Thus by
Theorem 7.3, W is a subspace of V.

Conversely, if W is a subspace of V, then clearly (i) and (i) hold in W.

Let V be any vector space. Describe the “smatlest™ and “largest’ subspaces of V.
I The set {0} consisting of the zero vector alone is subspace of V contained in every other subspace of
¥, and the entire space V is a subspace of V which contains every other subspace of V.

Problems 7.42-7.46 refer to the vector space V=R>
‘ .

Show that W is a subspace of V=R’ where W is the xy plane-which- consists of those vectors whose third .

component is O, ie., ‘W= {(a, b,0). 2, bER}.

I 0=(0,0,0)EW since the lhird'corhponcni of 0 is 0. For any vectors v ={(a, b,0), w={(c,d,0) in
W, and -any scalars (real numbers) k and k', kv + k'w=k(a, b,0)+ k’(c, d,0) = (ka, kb, 0} + (k'c, k'd, 0} =
(ka+k'c,kb+k'd,0). Thus kv+k’'wEW, and so W is a subspace of V.

Show that W is a subspace of V=R’ where W consists of those veclors each whose sum of components is
zero, i.e., W={(a,b,¢):a+b+c=0}. :

I 0=(0;0,00EW since 0+0+0=0. Suppose v=(a,b,c), w =(a', b',c’) belongto W, i.e.,
at+b+c=0 and g’ +b'+c' =0." Then for any scalars k and k', kv +k'w=k(a, b, )+ k'(a’, b’ ¢} =,
(ka, kb, key+ (k'a’, k'b’, k'c'y = (ka + k’a’, kb + k'b’, kc + k'c’) and, furthermore,

(ka +k'a’y + (kb + k'b') (ko + k'’ = kla+ b+ ch+k'(a’ + 6" + ') = k0 + K'0=0.
Thus kv+ k'wE W, andso Wisa subspace of V.

)Show that W is not a subspace of V=R' where W consusts of those veetors whose first component is
nonnegative, i.e., W={(a,b,c)az=0}. -

I Show that one of the properties of, say, Theorem 7.3 doés not hold. v=(1L2,3)EW and _k=-5€ER. "

But. kv=-5(1,2,3)= (-5, -0, -—15) does not belong to W since -5 is negative. Hence W is not a
subspace of V.

Show that W is not 2 subspace of V=R’ where W consisis of those vectors whose length does not exceed
1, ie, W={(a,b,cka + b+ =1}

1 v=0, 0015w and w=(0,1,00€W. But u+w=(1,0,01+(0,1,00=(}1.0) duesnotbelong
o Wsince 1°+17+0°=2>1. ' Hence W is.not a subspace of V.

Show that W is not a subspace of V=R" -where W consists of those vectors whose components are
rational numbers, i.e.. W= {(a, b,c)a, b, cEQ}.

I v=(1,2.3)6W and k=VIER But kv=V3(123)y=(VZ2V2,3VI} does nol belong to W
since ils. componenis are not rational numbers. Hence W is not a subspace of V.

Pmbkms 7:47-7.48 refer 10 the vector space V of alt n-square matrices over a field K.

Show that Wis.a snbspacc of V where W consists of-the svmmetﬂc matrices, i.¢., alb- matrices A= (a;)
for \vhwh a;=a;
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VECTOR SPACES AND SUBSPACES [ 179

I 0€W since all entries of 0 are 0 and hence equal. Now suppose A=(a;} and B8=(b,) belong
to W, ie., a;=a; and bj,'.=-b,,,,-. For-any-scalars a.b€E K_, - aA+bB is the matrix whose ij-entry is
aa,, + bb,,. But aa, + bb, = aa,; + bb,.i_. Thus aA+bB is also symmetric, and so W is a subspace of
V_ .

Show that W is a subspace of V where W consists of all matrices which commute with a given matrix T;
that is, W={AEV: AT=TFA}.

I 0€W since 0T=0=T0. Now suppose A,BEW, thatis, AT=TA and BT=TB. Forany

scalars a,b€K, (aA+bB)T=(aA)T +(bB)T=a(AT)+ b(BT)=a(TA)+ b(TB)= T(aA)+ T(bB) =
T(aA + bB). Thus aA+bB commutes with T, i.e., belongs to W; hence W is a subspace of V.

Problems 7.48-7.50 refer 1o the vector spécc Yofall 2x2 ma}riccs over the real field R.

Show that W is not a subspace of V where W consists of all matrices with zero determinant.
a b . (L0 _(0 0 -
I {Recall that d:l( d) =ad~bc.] The matrices A= (0 0) and B= (0 l) belong 10 W since

Cdet(A)=0 and dei(B)=0. But A+B= (o ?} does not belong 10 W since det(A + B)=1. Hence
W is not a subspace of V. ’

Show that W is not a gubSpace of V where W consists of all matrices A for which A*= A.

§ The unit matrix /= ((1} ?) * belongs 10 W since

P=(3 6 9= 2=

" Bu 2= (0 2) does not belong to W since

=5 G 2= )

Hence W is not a subspace of V.

Problems 7.51-7.57 refer to the vector space V of all functions from the real ﬁeld Rinto R. Here 0
denoles the zero function: 0{x)=0, for every xen

Show that W is a subspace of V where W= {[: f{(3)=0}. i.e., W consists of those functions which map 3
into 0. :

I oew sit'mé 0(3y=0. Suppose f,gEW, ie., f(3)=0 and g(3)=0. Then for any real
numbers a and b. (af + bg)}(3)=af(3) + bg(3)=a0+ b0=0. Hence af +bgEW. and so Wisa
_subspace of V.

Show that W is a subspace ol V where W= {f: (T)=f(1)}. ie.. W consisis of those functions which
assign the same value 1o 7 and 1.

I 0eW since 0{7)=0=0(1). Suppose f,gEW, ie., f(N=f{1} and g(7y=g(1).. Then. for
any real numbers a and b. (af + bg}(7) = af(7) + bg(7) = af(1) + bg(1) = (af + bg)(}). Hence of +bgE
W, and so W is a subspace of V.

Show that W is a subspace of V where W consists of the odd functions. i.e., those functions f for which
[(=x}=~fix}.

§-0eW since 0(-x)=0=~0=-0(x). Suppose f.gEW. iec. f(~x)=~-[(x) and g(-x)= —g(\')
Then for any real numbers a and b, (af + bg}{~x)} = afl—x) + bgl~5)= - af(x) - bg(x) = —{af\r} +
bg(x))= —(af + bg)(x). Hence. af +bgE€ W, and so W is a subspace of V.

Show that W is not a subspace of ¥ where "W={f: f(7) =2+ f(1)}.
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