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CHAPTER 10

Linear Mappings

.

Al vector spaces are assumed 10 be over the same field K unless otherwise stated or implied.

LINEAR MAPPINGS

Define a linear mapping.

I Let V and U be vector spaces over the same field K. A mapping F:V— U is called a linear mapping
for linear transformation or vector space homomorphism} if it satisfies the followmg two conditions:

(1) Forany v,w€V, F(v+w)=F(v)+F(w).

(2) Forany k€K andany vEV, F(kv) kF(v)

In other words, F:V—U s linear if it “preserves” the two basic operations of a vector space, that of

vector addition and that of scalar mukiplication.

Suppose F:V—U islinear. Show that F(0)=9.
I Substitute k=0 into F(kv)=k)_’(v) o get F(0)=0. =

Suppose F:V—U is linear. Show that ' F—u)= ~F(u).

1 Using:  F(ku) = kF(u), we have F( u)= Fl(-1)u] = (- })F(u)— — Fu).
Show !hal F:V-U is hnear 'if and only if, fqr any scalars g, b€ K and any vectors v, wev,

. " F(av + bw) = F(av) + F(bw)= aF(v) + bF(w) (n

I Suppose Fis linear, then F(av + bw)= Flav) + F(bw) = aF(v} + bF(w). Conversely, suppose (1} holds.

For a=1 and b=1 we get Fv+w)=Fu)+ F(w), andfor b=0 we get F(av)}=aF(v); hence °

F is linear.

Remark: . The condition F(au + bw) = aFv)+ bF(w) complelely characterizes linear mappmgs and is
sometimes used as its definition.

Suppose F:V— U islinear. Show that,forany 4,€K and any v, €V,
Faw, +ap, +--- +ap)=aF(v)+ aF(v) +--- + a,Fv,)

F Since Fis linear, the condition holds for n=t and n=2. Suppose n>2. Then, by induction, .
Fla,u, +au,+---+a,0,)= Fau,}+ Fap,+---+a.v,}=a,Fw)+a,F(v,)+---+a, F(v,). [This
condition will be used frequently throughout the text.} : ' - '

Let A be any m X n malrix over a field X. As noted previously, A determines a mapping "T:K"—= K"
by the assignment v+~> Av. [Here the vectors in K™ in K™ are written as.columns.} Show that T is.
linear. .

I By properties of matrices, F(v + w)= A(v+ wj= Av+ Aw= F(v}+ T(w} and T(kv)= A(kv).=
kAv= kT(v) where v,w€ K” and k€K. Thus Tlshncar

Remark: The above type of linear mapping shall occur again and again. In fact, in the next chapter we
show that every linear mapping from one finite-dimensional vector space into. another can be
represented as a linear mapping of the above type.

Let F: R’—»R be the “pro;ecuqn mappmg into the xy ph-ne ie., F(x.y, z}=(x, y.0% Show that F

is.hnear.
>,
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I let v=(a,b,c) and w={a',b’ . c’). Then
Flo+wy= Fa+a, b+b, e +c)=(a+d’, b+b", 0)=(a,b,0)+(a’,b"0) = Fo) + Fiw}
and, for any k€E€R, F(kv)= F(ka, kb, kc) = (ka, kb,0Q) = k(a, b 0) = kF(v). Thatis, Fis linear.

Let F: R'—) R> be the, “translation” mappmg defined by F(x, y) (x+1,y+2). Show that F is not
hinear.

I Observe that F(0) F0,0)=(1,2) #0 That is, the zero vector is not mapped onto the zero vector.
Hence F is.not linear.

Let F:V—U be the mapping which assigns 0EU 1o every vEV. Show that F is linear.

d Forany v,weV andany kEK, F(u+w)=0=0+0;—-F(u)+F(w) and F(kv)=0= k0= kF(v).

Thus F is linear. We call F the zero mapping and shall usually denote it by 0.

Consider the identity mapping  I: V-V which maps each vE€YV into itself. Show that [ is linear.

1 For -any v,wEV andany a,b€ K, wehave I(av+bw)=av + bw = al(v)+ bl(w). Thus!is
linear.

L ] .
Problems 10.11-10.12 refer to the vector space V of polynomials in the variable t over the real field R.

Let D:V-V be the differential mapping D(v) =dv/dt. Show that D is linear.

F 1tis proven in calculus that

du+v) du dv d(ku)
@ a @ ',and. Td T de

ie. D(u+v)=D(u)+D(v) and D(ki)= kD). iﬁus D is linar.

Let V=R be the lmegtal mappmg I(v)= f v(tydr.  Show that l is linear.
¥ 1tis provén in ca]culns that

. L ' (u(r) + v(l)‘)dl = f u(t)dt + L ' v(t)dt

and . N
L ku(r)dr =.kL_-u(l)dl

ie., Ku¥v)=1Iu)+Iv) and I(ku)=ki(w). Thus I is linear.

Consider the mapping F: R'—>R? defined by F(x, y) = (x+y,x). Show that Fis linear.

I Let v=(a,b) and w=(a",b'); hence v+w=(a+a’,b+b) and kv=(ka, kb) We have
Fv)=(a+b,a) and Fw)=(a'+Db’ y#2'). Thus

Flu+w)=Flat+a',btb)=(a+a" +b+b,a+a")y=(a+b,a)+(a" +b' a)= F(u)+ F(w)
and F(kv)= F(ka, kb)=(ka + kb, ka}= k(a + b, a)= kF(v). Since v, w, and k we'r-c arbitrary, F is linear.
Consider F:R*—R defined by F(x, y, z)=2x~3y+4z. Show that F is linear. .
I Lei v= (a,b,c) and w=(a’, b',.c’); hence
v+ w=-(a+a’,b+b’,c+c'). and kv=(ka,kb.kc) kER
We have F(u)=2a-3b+4c and F(w)=22""- 3b.' +4c¢. Thus Flv+w)=Fla+a',b+b',c+c')=

Na+a')~3(b+b')+4(c+c')=(2a~3b+4c)+(2a" ~3b" +4c")= F(v) + F(w) and F(kv)=
F(ka. kb, kc) = 2ka — 3kb + 4kc = k(2a — 3b + 4c) = kF(v). Accordingly, F is linear.
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Consider F:R*—R defined by F(x, y) = xy. Show that F is not linear.

S Fitetw=(1;2) -and w=(3,4); thén v+w=(4,6). Wehave. F(v}=1-2=2 and F(w)=3-4=

12. Hence F(v+w)=F(4,6) =4-6‘_-="_2-'§ # F(v) + F(w). Accordingly, F is not linear.

Consider F:R*—R’ defined by Flx, y)=(x+ K2y, x+y) Show that-F is not linear.

"I Since F(0,0)=(1,0,0)%(0,0,0), F cannot be linear.

Consider F:R*—R® defined by Flx,y,2)=(}x],0% Show that Fis not linear.

I Let v=(1,2,3) and k=—-3; hence kv=(-3,-6,-9). Wehave F(u)=(1,0) andso
kF(v)=-3(1,0)=(~3,0). Then Fkv)=F(~3,-6,-9)=(3,0)#kF(v}) and hence F is not linear.
Consider F:R*—R? defined by F(x, y)=(2x—y,x). Show that Fis linear.

I Let u=(a,b) and v=(a",b"). Then u+v=_(a+a’ b+ b’) and k(u) = (ka; kb). We have
F(u) = (20 —~b,a} and F(v) = (2a'—b',a’). Thus

Flu+v)= F(a+a b+b)=[2oAata)~ (b+b) ata’l=(2a—-b,a)+(2a’-b',a '\=F(u)+ F(v)
and F(ku) = F(ka, kb) (2ka — kb, ka) = k(2a b, a) kF(u) Thus F is linear.

Consider F:R? R defined by F(t)=(21,31). Show that F is linear.
1 F(1, + 1,)=12(, + £,), 3(r, + :2)}='[2:, +21,, 31, +31,] = (21,,31,) + (21, 31,) = F(1,) + F(1,)

and . L .
F(kt) = (2kt, 3k_t) = k(21,31) = kF(1)

Thus F is baear. . o oo

Consider F:R*—R® defined by F(x, y)=(x* y) Show that F is not linear.’

I Let u—(l 2) and k=3. Then ku=(3, 6) We-have F(u)=(1,4) and so kF(u)=(3,12).
Hence F(ku)= F(3,6)=(9, 16)# kF(u). Thus F is not linear. .

- Consider F:R*>—>R? defined by F(x,y,z)=(x+1,y+z). Show that Fis not linear.

’ F0)y= F(0,0,0)= (0+t 0+0)=(1, (l)‘#(() 0). Thus F is not linear.

Consider F: R2—>R defined by F(x, y¥=lr + L Show that F is not linear.

I Let u=(1,2) and k=-3; so ku=(-3,—6}." We have Fi)=1+2=3, hence kF(u)= -
{(-3»-3=-9. Thus F(ku)= F(-3,-6)=-3—6=-9=9% kF(u). Accordingly, Fis not linear.

Problems 10.23-10.25 refer to the veclor space V of n-sqﬁare matrices over a field K and an arbitrary
matrix M in V.

Let T:V—V be defined by F{A) =AM+ MA, where AEYV. Show that T is linear.

I Forany A.BEV andany k€K, wehave T(A+B)=(A+B)YM+M(A+B)y=AM+BM+
 MA+ MB=(AM + MA)+ (BM + MB)= T(A)+ T(B) and TF(kA}=(kA)M + M(kA)= k(AM) +
. k{MA)= k(AM + MAY= kT(A). -Accordingly, T is linear.

Let F:V—V be defined by T(A) M+ A where AEV. Show that F is linear if and-only if
M=0.. ) : : . ’

I i M=0. then T(A)= A, that is,, T is the identity map; hence T is.-hnear. On the other hand,
suppose M#0. Then T(O)=M+0=M+#0: andso T is not linear.
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10.25 Let T:V—-V be defined by T(A)=MA where AEV. Show that T is linear.

I Forany A,BEV andany a,b€EK, wehave T(aA+bB)=M(ad+bB)=aMA+bMB =
aT(Ay+ bF(B). Thus T is linear.

10.26 Let V be the vector space of polynom:als in f over K.' Show that the mappmg T:V—V is linear where '

T(a, tat+---+as)=a+al+---+a "

I Note T muhtiplies a polynomlal fl) by t, thatis, T(f(1))=1f(r). Hence T(f(r)+g(t)) =
1 f(t) + g(0)) = of (1) + 1g(e) = T(f(e)) + T(g(r)) and, for any sca!nr ke K T(kf(1)) = t(kf(1)y = k(rf(l)) =
kT(f(r)). Thus Tis Ignear :

Problems 10.27-10.28 refer to the conjugale mapping T:C—C on the complex field C. Thal is,
T(z)=% where z E C, or T(a+ bl) a—>bi where a,bER.
10.27  Show that T is not linear if C is viewed as a vector space over ilself. ,
l Let u=3+4i and k=2~i Then ku=Q2-i)(3+4i)= lO+Sz and T(ku) = 10~ 5i.
kT(u)=(2-i)(3—-4i)= 2~l]176 T(ku). Thus Tis not linear. °
10.28 Show that T is linear if C is viewed as a vector spa-cg over the real field R,
I tLet z=a+bi and w=c+di where a,b, c,H_ER. Then z+w=(a+c)+(b+d)i. Then

Tz+w)y=(a+c)—(b+d)i=(a—-bi)+(c—di)=T(z)+ T(w). Also,for kER, wehave kz=
ka + kbi.. Hence T(kz)=ka— kbi=k(a— bi)=kT(z). Thus T is linear.

" 10.2 PROPERTIES OF LINEAR MAPPINGS

Theorem 10.1: Let V and U be vector spaces over a field K. Let {v,,...,v,} be a basis of ¥ and let.

u,,....u, be any arbitrary vectors in U. Then there cxlsls a unique linear mappmg
F:V— U such that F(v,)=u,. F(v,)=u,,.... . F(u)=u,

This section uses the Theorem 10.1 whose proof appears in Problems 10.43-10.45.

10.29  Show that there is a unique linear map F:R*—R? for which F(1,2) = (2,3) and F0,1)}= (]-, 4).

1 Since (1,2) and (0,1) form a basis of R? such a linear map F exists and is unique by Theorem 10.1..
" Problems }0.30—10.3i refer to lﬁe linear map F in Problem 10.29.

10.30  Find a formula for F, i.e.. find F(a, b). -
I write (a, b) as a linear combination of (1, 2)-and (0.1) using‘unknowné x and y:
{a, b)= *(1,2)+ ¥0,1)=(x.2x+y). so a=x.b=2x+y

Solve for x and y intermsof aand btoget x=a,y=-2a+b. Then F(a,by=xF(1,2)+ yF(0,1)=
a(2,3)+ (~2a + b)(1,4) = (b, —5a + 4b).

1031 Find K3, 6). -

I Use the formula for F1o get  F(5.6)= (6. 25 +24y= (6. - }).

10.32  Find F7'(-2.7).

A Set Fla.b)=(-2.7) and solve fora and . We get (b.—5a+4b)=(-2.7) so b=~2. and
-3a+4b=7. Then a=-3 b=-2. Thus F (-2, 7)=(-3.-2).

However,
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Show there is a unique linear map F:R>—>R? for which T(3,1)=(2,-4) and T(1,1)=(0,2). -

" § ' Since (3, 1) and (1, 1) are linearly independent, they form a basis for R*; hence such a linear map T

exists and is unique by Theorem 10.1.

Problems 10.34-10.36 refer 10 the. linear map T in Problem 10.33.

Find a formula for T.

I First write (a, b} as a linear combination of (3,1} and (1,1} u§'ng’unknown scalars x and y:

(a,5) =x(3,1) + §(1,1)

Hence .
. Ix+y=a
@5)=Cra+t(N=xtrrty wio (%1015
Solving for x and y in tefms of aand b, x =44~ 3b ~ and =—3d+3b. ’i:here[ore, T(a, b-) ="

xT(3, 1)+ yT(L, 1) =x(2, —4) + y(0, 2y = (2x, —4x) + (0, 2y) = (2r, —4x + 2y)=(a - b, 5b — 34a).

Find T(7,4). - -
. N .
I Use the formula for T 1o get  T(7,4)=(7-4,20-21)=(3, -1).

Find T7'(5, =3). )
I Set T(a, by=(5,-3) and solve for a and b. Wegel (a—b, 3a+5b). (5 -3) so a—b=5,
—3a+5b——1 Then a=11, b=6. Thus F~ (5, —3)=(11,6).

Show there is a unique Imear map T R*>R for which F(1,1y=3 and T(0,1}= —2
1 Smce {(1, 1Y, (0, 1)} is a basis of R such a hncar mapping exists and is unique by Theorem 10.1.

Problems 10.38-10.41 refer 1o the linear map T in Problem 10.37.

-Fmd a f_ormula for T.

I First we write (a, b) as a linear combination of (1, 1) and (0, ) using unknown scalars x and y:

) (a, b) = x(1,1) + (8, 1)

Then '(a,'b}= (r,x}+ (0, y}=(x,x+y}y andso x=a, x+y=>b. Solving for x and y in terms of 2 and
b,weobiain x=a and y=b—a. Therefore, T(a,b)= T{x(1, 1)+ (0, ))=xF(}, 1)+ yF(0,1y=
a(3)+ (b - a)(—2)=5a —2b.

Find T{8,2) and T(—4,6).

I Use the formula for T1o get T(8,2)=40—4=36 and T—4,6)=—-20—12=-32.

Find T~'(6).
I Set Fa.b)=6 topget 5a—2b=6. Here bis a free variable. Set &=1 where 1 is a parameter to
get the solution a=(2t+6)/5, b=r. Thus T '(6y={{(Zr+6}/5. 1)t ER}):

Is F one-to-one? - ) )
- J Mo, since T~'(6) has more than onc element, e.g., T%,0y=6 and F(I, 0)=6.
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. Thus F is linear.

Is there a linear map T: R*—R* for which T(2,2)=(8, -6) and T(5,5)=(3,-2)?

I Theorem 10.1 does not apply here since (2,2) and (5, 5) are linearly dependent and hence do not form
abasis of R Note (5,5)=3(2,2). I Tislinear then T(5,5)=T(3(2.2))=37(2,2)=5(8, -6)=
(20, -15). But T(5,5)=(3,-2) isgiven. Thus such a linear map T does not exist.

Problems 10.43-10.45 refer o the proof of Theorem 10.1 which consists of three steps:

(1) Define the mapping F:V—U such that Fv)=u,, i=1,...,n

(2) Show that Fis linear.
(3) Show that Fis unique.

Step (1): Define the required map F:V— U such that F(v;)=u,.

I 1ew veV. Since {v,,...,v,}isa basns of V there exist unique scalars a,, .. ','a,,‘e K for which
v=au, +av,+---+ayu,. Wedefine F:V—>U by Flv)=au +au,+- U+ alu".' [Since the a; are
unique, the mapping F is well-defined.] Now, for i=1,...,n, v, =0v,+---+1v;+---+0v,. Hence

F(v,)=0u, +---+1u,+---+0u,=u,. Thus the first step of the proof is complete.

Step (2): Show F xs linear.

I Suppose v=apu,+au,+---+au, and w=bu +by,+---+ b, Then v+w=

(a,+ b, v, + (@, + b,)v,+---+(a,+b)v, and, forany KEK, ku=kaw, +kay,+---+kay, By
definition of the mapping F, F(v)=au, +au,+---+au, and Flw)= b u, + bzv2 - +_b"u". '
Hence : '
Fo+w)=(a,+b)u, + (@ + b,Ju, + -~ +(a, + b,)u,
=(a,u, +azu.,+ +au)+(b v b, - ¥bou)
= F(v) + F(w) ~
and ~ )

Flk)= k(a,u, + au, + -+ a,u, )= kF(v) |

nn

Step (3): Show F is unique.

“§ Suppose G:V—>U is linear and G(v,)=un;, i=1,....n. M v=aw, +aw,+---+ap, then

nZar

G(v) =Glaw, +aw, +---+ap)=aG6(v)+ azG(v;)-+ - +a2,6(v,) ’
=au,+au,+--+a,u,=Fuv)

Since G(v)=F(v) forevery v€V, G=F. Thus Fis unique and the theorem is proved.

Suppose the linear mapping F:V— U is one-to-one and onto. Show that the inverse mappmg .
F™:U—V is also linedr.

I Suppose u,u’€U. Since F is one-to-one and onto, there exist umque vectors v, v’ EV for which
F(v) u and F(v' )=u'. Since Fis linear, we also have F(v +v')= F(v) + Fv'j=u+1’ and
F(kv) kF(v)}= ku. By definition of the inverse mappmg F'(u)y=v v, F'(u)=v, F'(utu)=
v+v’, and F '(ku)=kv. Then F'(u+u'}=v+v' =F ')+ F '(u'y and F '(kuy= kv = kF ™ (u}
and (hus F~' is linear.

Suppbse F:V->U and G:U—W are linear mappings. Show that the composition mapping
GoF:V—W islinear. |Recallthat GoF is defined by (Ge F){v)= G(F(v}))]

I For anvveciors v, w€V andanyscalars a,b€ K. (GeF)(av+ bw)= G(Flav + bw))=
G(aF(v) + bF(w)) = aG(F{v))+ bG(F(w)) =a(G < FYv)+ b{Gs F)(w). Thus GeoF is linear.
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Let {e,,e,,€,} be a basus of V and (f,, f,) abasisof U. Let T:V—U be linear. Furthermore,
suppose

T(el) "aﬁl + “2[2 ‘
Tey=bf+bf ad  A=(2 7t 0)
T(eg)= ok +‘czf2 ’ o ) > -

Show that, for any v €V, A[v], =[T{v)], where the vectors in K* and K> zre written as column vectors.

kl
] Suppose v=ke, +k,e, +kie,; then [v],= (kz) Also,
' k

T(v) = k,T(e,) + k,T(e,) + kyTes)

=k Lt R k(b L+ b A)+ k:(clfl +¢,f)
- =(ak, bk, F ¢ k)M, + (ark, + bk, + c,k,)f,

Accordingly, .
- ak, + bk, + c,k,
(760, =35 b+ ek

Computing, we obtain

atek=(3: b )(E’) (s iﬁ'i Te)- (ro),

Let T:V— U be linear, and suppose v,,-...,0,€ V have the property that their images
T(®,), - - ., T(v,) are linearly independent. Show that the vectors v,, .. ., v, are also linearly independent.

"~ J Suppose that, for scalaisa,, ..., a,,8, ul+a2v2 +---+ap =0 Then

0=T(0) = Na,v, + av, +---+a,v)=0a,T(v)+a,v,)+---+a,T(v,)
Since the T{v,) are linearly independent, all the a,=0. Thusv,,..., v, are linearly independent.

KERNEL AND IMAGE OF A LINEAR MAPPING
Let F:V—U be alinear mapping. Define the kemel of F.
I Tﬁe kernel of F, written Ker F, is the set of elements in V which map into Oé U:

Ker F={vEV: F{v)=0}
Let F:V—U be a linear mapping. Défine the image of F.
I The image of F, written Im F, is the set of image points in U:
ImF={u€U:3we€V for which F(v)=u}

Let F:R>—R® be the projection mapping into the xy plane, i.e., defined by F(x, y, z)=(x, y.,0). Find
the kernet of F. i )

] The points on the z axis, and only, ‘these points, map. into the zero vector 0= (0,0,0) Thus
Ker F= {{0,0. c}: c € R}

Find the image of the projection mapping Fx.y, z)=(x, y.0¥ iﬁ Problem 10.52.
] -TFhe image of F censisis precisely- of those points.in the xj plane: 1m F= {(a, b.0):a, bER}.

Let F:R'—R® be the linear mapping which rotates a veetar about the z axis through an angle 9:

" Fx. ¥. z}= {xcos 6~ }; sin 8, X sin @'+ y cos 6, 2} o

- -

-
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Find the kernel of F.

I Under a rotation, thé léngth of a vector does not.chiange. ‘Thus only the zero vector is mapped into the

zero vector; hence Ker F={0}. [In other words, setting F(x, y,z}=(0,0,0) yieldsonly x=0, y=0,

z=0]
Find the image of the rotation map F in Problem 10.54.
I Since one can always rotate back by an angle -6, every vector v E€R> s in the i image of F; that is,

Im F=R>

Problems 10.56—10.60 refer to the vector space V of real polynomials in the variable ¢ and the third
derivative map D’:V—V, thatis, D>(fy=d>f/dr’. " [Frequently, one uses D for the first derivative, D*

for the second derivative, and so on.]
Find D*(f) where f(t)=1"—2r +5 - 61+9.

] Take the derivative three times:

af _

% =4r -6 ¥10t- 6 d—f= 2 120+10° D’(f)=—{ =241-12

Find D*(g) where g()=ar’+ bt + c.

] & =2at+b 2 2a D(g)= d

Find the kemnel of D>

I The third derivative of any polynomial of degree two or less equals zero and those of bigher degree are

not zero. Thus Ker D’={f€V:deg f<2). - _ D

Fmd the preimage of h(1)=r> [denoted by p_"(h)].
T Iniegrate three times:

6 2 . 6

- r - - C,f
D=3+ C D ’(h)——+C1+C D7(hy= =+ 25 4 G+ €y = i 4 ar? Fbide

120 2 20

" Find the image of D.

I Given any polynonnal f(#)..one can integrate three times to obtain a polynomlal F{t) such that &SFidr
yields f(r). Thus the image of D* contains every polynomial f(l) thatis, ImD*=V.

Suppose F:V—U isa Jinear mapping. Show that the kernel of Fis a subspacé of V.

F Since F(0)=0, 0€KerF. Now suppose v,wEKerF and a,bEX. Since v and w belong to

the kernel of F, F(v)=0 and F(w)=0. Thus F(av+ bw)=aF(v)+bF(w)=40+b0=0 andso
av+ bw € KerF. Thus the kernel of F is a subspace of V.

Suppose F:V->U is a linear mapping. Show that the image of Fis a subs,pacc'o!- U

! Since F(0)=0, 0E€ImF. Nowsuppose u,u’E€ImF and a,bEK. Since u and u’ belong to the
-image of F, there exist vectors v,v' €V suchthat Fvy=u and F(v’')=u'. Then F(av+ bv')=

aF(v}+ bF(v')=au+ buw'€lm F. Thus the image of F is a subspace of U.

Suppose the vectors v,,....0,span V and that F:V—U is linear. Show that the vectors
Fv,).....Fu,)€U span Im F. )

{




LINEAR MAPPINGS {J 255

I Suppose u€lImF; then F(v}=u for some vector vEV. Sinccw,,. .-, v, span V and since
vEV, there exist scalars @, . .., a, for which v=aw,+aw, +---+av . Accordingly,

u=Fu)=Fauv, +ay,+---+au)=aFv)+aF(v)+ ---+aFv)

°

Thus the vectors F(v,), ..., F(v,) span Im F. |

a,
b, b, | . . - )

! cz c’ . be an arbitrary 4xX3 matrix over a field K. [Recall that we view A as a linear

1 2 3 - ) .

d, d, d,

mapping A: K>~ K*] Show that the image of A is preciscly the column space of 4.

N

a
b
let A= c

I Lete,, e,,e, be the usual basis vectors of K>~ Since e,, e,, e, span K>, their values Ae,, Ae,, Ae, under -
A span the image of A. But the vectors Ae,, Ae,, and Ae, are the columns of A:

a,

e ) ee Y (r s e f
- bl 2 Y3 — ! ] 2 3 ~t72 ) _ [l 2 11 £y
Al = €, 6 & g’— G Ae,= € 6 6 (l) el .Ae]._— c 6 G 07= of
d, d, d, d, d, d, d, d, d, d, 'V \d,

Thus the image of A is precisely the column space of A.

Remark: We es;lphasize thatif Aisany mX n  matrix over a field K, then we view A as a linear map

- A: K"— K™ where vectors are wrilten as columns. In such a case, the image of A is the

" column space of A. On the other hand, some texts view the matrix A as a linear map
A: K™— K" where vectors are written as rows, and there the image of A is the row space of A.

10.65 _ Suppose V has finite dimension and F:V— U is lincar. Show that Im F has finite dimension, and

dim(im F)= dim V.

I Suppose dimV=n and dim(Im F)y>dimV. Then there exist vectors w,,w,,...,w,,,EIm F

which are linearly independent. Letv,,v,,...,v,,, be vecrors in ¥ such that F(v,}=w,. "Suppose

au,+*--+a,,0,,,=0. Then 0=F0)=Fauw+---+a, v, )=a,Fv)+-:+a,, Fy,,)=
Since the w, are linearly independent, a,=0,...,4a,_,,=0. Thus

aw,+---+a w.,. y 8y
Uy, Uy, - -, U, ,, are linearly independent. This contradicts the fact that dim V=n. Thus dim(Im F)=<
dim V. . -

Theorem 10.2: Let V be of finite dimension and let F:V— U be a linear mapping. Then
dim V= dim(Ker F)+ dim(Im F}

" {That is, the sum of the dimensions. of the image and kemel of a linear mapping is equal to
the dimension of its domain.} '

10.66 Prove Theorem 10.2.

I Suppose dim{Ker Fy=r and {w,,...,w,} is a basis of Ker F, and suppose dim(Im F}=s and
fu,,...,u} is a basis of Im F. By Problem 10.65; Im F has finite dimension.} Since u,€ImF, there
exist vectors v, ..., v; in Vsuchthat F(v,Y=u,,.. ., Flv,Y=u,. We claim that the set B=

(Wi W, 0y, .., 0y} is.abassof V, ie, (kB spans V and (ii} B is bnearly independent. Once we

prove (i} and (i}, then dim V=r+ s=dim(Xer F}+ dim(Im F).

(iy BspansV. Let vEV. Then F(ulEImF. Since the u; span Im F, there exist scalars 4, ..., a,
such that Flvy=au,+---+ou,. Set 6=ap +---+ay —~v. Fhen F{H)=Flap, +---+
ayv, —v)y=aF(v)+---+aFv)-Fvy=0au,+---+au,~ Fv}y=0. Thus vEKerF. Since the
w, span Ker F, there exist scalars by, . ... b, such that §=b,w +---+bw =aw+ --+tap —~v.
Accordingly, v=a,v,+---+ap,~bw, —---—bw,. Thus B spans V.

{ii)...B.is hnearly independent. Suppose R

“:l“.l+;--+“r‘v1+'}-‘lvl+.'.+)'svs=0 (H
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3 where the x,, y,€ K. Then
; 0=F(0)=F(I|wl+'”+err+)’lv|+"'+)’sp.,_)f"'-;|F(w|)+"'+X,F(W,)+YIF(U|)~+'--+y’F(vJ) ) ‘,7 /_‘
- ) &
: | (2 ¢
= : Bﬁt F(w,)=0 since w'v,. € Ker.F and F(v;)=u;. Substitution in (2) gives y,u, +---+yu =0, . | @3]
b - Since the u; are linearly independent, each y;=0. Substitution in (I} gives x,w, +-- +x,w, =0. | R
' Since the w, are linearly independent, each x;=0. Thus B is linearly independent.
2 10.67 Define the rank of a linear map F:V— U.
3 I The rank of Fis deﬁned.'to be the dimension of its image, i.e., rank(F)=dim(Im F). 1 (
¥ 10.68  Define the nulhly of a linear map F:V—U. _ ' . (o
2t 1 The nullity of F is defined to be the dimension of its kemel ie., nullity{F)=dim(Ker F). : ¥ ;. £
; 10.69  Restate Theorem 10.2 using the ‘above terminology _
: I Theorem 10.2: Let F:V— U be linear where V has finite dlmensnon Then rank(F)+ nullity(F) = 4
y {
§ dim(Dom_F) [where Dom F denotes the domain V of F].. . ] -
) : o

10.70  The rank of a matnx A was originally defined 10 be the dimension of its column space and of its row space.
How is this definition related to the definition of rank in Problem 10.67?

I Both definitions give the same value since the image of A is precisely its column space.

7

1070 Let F:V—U and G:U—W be linear. Show that rank(Ge F)=<rank G.

I Since F(V)CU, we also have G(F(V))C G(U) and so - dim G(F(V)) =< dim G(U) Then
rank_(G F)=dim{(G~ F)(V)) = dim(G(F(V))) =dimG(U) = rank G.

1072 Let F:V->U and G:U—W belincar. Show that ‘rank(Ge F)=<rank F.

W G

]

I Wehave dim{G(F(V)))=dim F(V) Hence rank(Go F) = dim((G> F)V)=dm(G(FV))= - { {
Y dim F(V) rank F. :
' B 10.73! Suppose f:V—U islinear with kernel W and f(v)=n. Show that v+W={v+w:wEW} isthe ” .
_"" ‘ preimage of w, thatis, f~'(u)=v+W. [Thesetv+W is called a coset of W.] : _ &
: } ' ] We must prove that (i) f~'(u)Cu+ W and (n) v+ WCf'(u). Wefirst prove (i). Suppose v'E S i
Y [7'(u). Then f(v')=u andso f(u —v)=f(v') - f)=u—u=0, thatis, v'~-vEW. Thus v’ S
v+ (v'—-v)Ev+W oand hence f ‘w)Cuv+ W. i :
’ % Now we prove (it). Suppose v'€v+W. Then v'=v+w where wEW. Since Wis the kernel of .
f. f(w)=0. Accordingly, f(v')=flv+ w)=f(v) + f(»)= flv) + 0= f(v)= u#Thus v'€ ['(4) and so : i <
3 v+ WCf Y (n). . : ‘ &2
3 10.4 COMPUTING THE KERNEL AND IMAGE OF LINEAR MAPPINGS . § Q
} 10.74  Let F:R'—R' be the linear mapping defined by Fx, v, s.f)=(x—y+s+e,x+2s—4,x+y+35—3/). -
Find a basis and the dimension of the image U of F. _ - : -
? I Find the image of the usual basis vectors of R':

) F10.0.0)=(1.1.1) F(0.1,0,0)=(-1,0,3) F(0,0,1.0)=(1.2.3)
S F(O.(LO.])=(}.—}.—3)

Wy W

The mmue vectors span u; hcncc [orm the matrix whose_rows are lhcse lmage vectoss and row. redm.e [+]
echelon form: :

‘i

?

e . (‘L
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o
l 1 l (1 ] t [
-1 0 1} 0 to2f o fo1 2 ®
oz o3 Y ror 2 Yoo o o
1 -1 -3 0 -2 -4 00 0
) Thus {(1,1,1),(0,1,2)} is a basis of. U; hence dim Ur=2. < e

19.75  Find a basis and the dimension of the kernel W of the map F in Problem 10. 74

I Set F(v) =0 where v=(x,y, 7t}
Flx, 7,5, )= (x =y + s+ L, x+ 25— t,x + y + 35~ 30)= (0, 0,0)

Set corresponding components equal to each other to form the following homogeneous system whose ®

solution space is the kemel W of F: 7 : @
x-y+ s+ (=0 o x—y+ s+ 1=0 .x_ +:+-l=0 ) .

x +2— t=0 or y+ s—-2=0 or ;_,_3_2,:0 _ .

L X+p+3Is—3=0 2y 254 =0 C . PY

The free variables are s and ¢; hence dim W=2. Set _ . \ ®

() s=-—1, =0 1o obtain the soluticn (2,1, ~1 0}

(b) s=0, 1=1, to obtain the solution (1,2,0,1)
Thus {(2,1,—1,0), (1,2,0,1}} is a-basis of W. [Obscrve (hal dim U +dim W 2+2=4, which is the

dimension of the domain R* of F.} _

Let T: R’—-»R be the linear mappmg defined by T(x ¥, z) (x+2y-z,y+tz,x+y~2z) Fmd a

10.76
‘basis and the dimension of the image U of ¥

T Find the image of vectors which span the domain R3
7(1,0,0)=(1,0,1) T(0,1,0)=(2,1, 1) T(0,0,1)=(-1,1,-2) ~

The images span the image U of T; hence form the matrix whose rows are the ¥image veclors and row
reduce to echelon form: B

1 ¢ Iy 1 0 1 P01
( 2] 1) o (0 I —1} to (0 ] —1}- @
~1 P -2 0 I~ ¢ 0 05
Thus {(1,0,1), (0. &. — 1)} is a basis of U, and so dim U=2. . o
10.77 ~ Find a basis and the dimension of the kernel W of the map T in Problem 10.76. _ ' e

§ Ser T(v)=0 where v=(r,p.2¢ Flx,y, 2)={x+2y~z,y+z,x+y~-22)=(0,0,0). Set _
corresponding components equa} to each other to form the homogeneous system whose solution space is the . e

kernel W of T:

x+2y~ z=0 x+2y~-2=0 x42y—z2=0 _

y+z=0 or cy+z=0 or v+2=0 ) . .
x+ y~2z=0" ~y—2=0 . ‘\'__e
The only free variable is z; hence dimW=1. Let z=1; then y=-1 and x=3. Thus {(3.~), 1)} (@
U | is a basis of W. |Observe that dim U + dim W= 2+1=3. which is the dimension of the domain R’ of i
: Ty e

1078 Let F:R'—R' bedefinedby Flr.v.zY=(c+v+zx+2y~32,2x+3y-2z.3x+dv—z). Find a

basis and the dimension of the image of F. : ‘@

e

i o R

. 1. First find the image. of. vectoss- which spon the domain R* of F: o I R @
F0.0)= (). L2 3) ' Fig 1.0y =(1.2,3.4) - F(O.0.1)= (k. ~3. -2, -1)




