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“High Performance Computing most generally

refers to the practice of aggregating computing

power in a way that delivers much higher

performance than one could get out of a typical

desktop computer or workstation in order to

solve large problems in science, engineering, or

business.”



  

● The commodity HPC cluster
● Dedicated supercomputer
● HPC cloud computing
● Grid computing

The Forms of HPC



  

● Over the last ten years, the HPC cluster has disrupted the 
entire supercomputing market. Built from standard off-the-shelf 
servers and high speed interconnects, a typical HPC system 
can deliver industry-leading, cost-effective performance.

●  A typical cluster can employ hundreds, thousands, and even 
tens of thousands of servers all working together on a single 
problem (this is the high tech equivalent of a “divide and 
conquer” approach to solving large problems). 

● Because of high performance and low cost, the commodity 
cluster is by far the most popular form of HPC computing. Also 
keep in mind the compatibility advantage — x86 commodity 
servers are ubiquitous.

The commodity HPC cluster



  

● In the past, the dedicated supercomputer was the only way to 
throw a large number of compute cycles at a problem.

●  Supercomputers are still produced today and often use 
specialized non-commodity components. 

● Depending on once needs, the supercomputer may be the best 
solution although it doesn’t offer the commodity price 
advantage.

Dedicated supercomputer



  

● This method is relatively new and employs the Internet as a 
basis for a cycles-as-a-service model of computing. The 
compute cycles in question live in the cloud somewhere 
allowing a user to request remote access to cycles on-demand.

●  An HPC cloud provides dynamic and scalable resources (and 
possibly virtualization) to the end-user as a service. 

● Although clouds can be cost effective and allow HPC to be 
purchased as an expense and not a capital asset, it also places 
some layers between the user and hardware that may reduce 
performance.

HPC cloud computing



  

● Grid is similar to cloud computing, but requires more control by 
the end-user. Its main use is academic projects where local 
HPC clusters are connected and shared on a national and 
international level.

● Some computational grids span the globe while others are 
located within a single organization.

Grid Computing



  

● Cloud computing is simply a method of storing and accessing 
data or software over the Internet rather than a local hard drive. 
“The Cloud” is tech jargon for a virtual, seamless connection. 
The term comes as a result of flowcharts and presentations that 
often visualize this virtual connection using a cloud.

● At its core, grid computing is a computer network in which each 
computer’s resources are shared. Processing power, memory, 
and data storage are all community resources. Therefore 
authorized users can tap into and leverage these resources for 
specific tasks.

Cloud vs Grid Computing



  

● Cloud computing:
– Adventages: Disaster Recovery, Increased 

Collaboration and Flexibility, Eco Friendly
– Disadventages: Internet Connectivity, Learning Curve

● Grid computing:
– Adventages: Cheaper Servers, More Efficient, Fail-safe
– Disadventages: May Still Require Large SMP, Requires 

Fast Interconnect, Some Applications Require 
Customization, Licensing

Cloud vs Grid Computing



  

● At face value, Cloud Computing and Grid Computing are very 
similar, but often serve very specific needs, projects and use 
cases. 

● Cloud computing is great for flexibility, ease-of-use, and 
security, while Grid Computing makes utilizing physical 
hardware more economical when used in the right way. 

● So, Cloud Computing vs Grid Computing, which is better? The 
answer really comes down to what you are trying to do and the 
resources you have at your disposal.

Cloud vs Grid Computing



  

Top 500



  

Supercomputer Fugaku

https://www.top500.org/system/179807/

https://top500.org/system/179807/
https://www.top500.org/system/179807/


  

Top 500



  

HPC Clusters



  

What is a Cluster?

● 100s-1000s of rack-mounted 
computers

● Networking 
● Storage



  

Abstract Cluster Diagram

Shared
Filesystem

Compute

Login

● Access via the login nodes

● Shared filesystem presents 
data across all nodes

● Submit jobs scheduled to 
run on compute nodes



  

Abstract Cluster Diagram



  

Compute Node



  

Microprocessor architecture



  

Performance metrics and benchmarks

● maximum operating speed - peak performance
● floating-point operations per second – Flops/sec
● measuring multiply and add operations execution time
● operation like square root or trigonometric function too slow – 

should be avoided
● low-level benchmarking: a program to test some specific 

feature of the architecture
● application benchmarks



  

Performance metrics and benchmarks



  

Moore’s Law



  

Moore’s Law



  

Advanced processors concepts 

Advanced processors concepts have been developed to improve 
application performance:

● Pipelined functional units
● Superscalar architecture
● Out-of-order execution
● Larger caches
● Advancement of instruction set design (CISC, RISC, EPIC)



  

Pipelining

● a pipeline of depth (or latency) m, executing N independent, 
subsequent operations takes N + m − 1 steps

● a general-purpose unit needs m-cycles to generate a single result



  

Pipelining

● the expected speedup:

● throughput:

● the deeper the pipeline the larger the number of independent 
operations must be to achieve reasonable throughput because 
of the overhead incurred by wind-up and wind-down phases

● min N to get at least p results per cycle



  

Software Pipelining

● Interleaving of loop iterations in order to meet latency 
requirements is called software pipelining



  

Memory Hierarchies



  

Cache Memory

● Caches are low-capacity, high-speed memories
● Main memory is much slower but also much larger than cache
● Caches can only have a positive effect on performance if the 

data access pattern of an application shows some locality of 
reference



  

Cache Memory Mapping



  

Prefetch



  

Multi-core processors
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